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ABSTRACT 

The development of the e-commerce industry is unstoppable, and logistics is an 
important part of this industry, and the speed of industry development is largely constrained 
by the efficiency of logistics sorting. The prediction of cargo volume and personnel 
scheduling in logistics network sorting centers is one of the core issues in logistics 
management. With the rapid development of the e-commerce industry, logistics network 
sorting centers have to handle a large number of packages every day. Accurately predicting 
cargo volume and arranging personnel scheduling reasonably are of great significance for 
improving efficiency, reducing costs, and ensuring service quality. Regarding problem one: In 
order to ensure the stability of the data and the accuracy of predictions, seasonal adjustments 
and Mahalanobis distance are first used to handle missing and outliers in the data, thereby 
improving the reliability of subsequent models and the accuracy of predictions. Next, the 
SARIMS model will be used to predict the cargo volume of the sorting center for the next 30 
days, and the ARIMA time series model will be used to predict the hourly cargo volume of 
the sorting center. Finally, residual testing will be conducted to ensure that the results of the 
model are more accurate and reliable. Regarding problem two: when predicting the cargo 
volume for the next 30 days and each hour, it is necessary to first identify the total cargo 
volume corresponding to the changing route. Then, the proportion of transported goods for 
each route is calculated using a mathematical model, taking into account factors such as 
transportation efficiency, cost, and route length, and comprehensively considering the 
rational allocation of goods. Finally, based on the change rate of the total cargo volume, the 
final prediction result is revised to make it consistent with reality. Regarding problem three: 
categorize the problem as a typical integer linear programming problem and use heuristic 
algorithms to solve it. In order to effectively schedule employees, it is necessary to establish a 
planning model, define appropriate variables and parameters, and use an objective function 
and constraints. I hope to achieve a balance of actual hourly efficiency per day while 
minimizing the total number of person days as much as possible. Regarding problem four: In 
order to solve the scheduling problem of specific sorting centers, it is necessary to deeply 
optimize the factory production line settings. The core goal is used to balance cost-
effectiveness, rational resource allocation. 

Keywords: Seasonal Adjustment, Mahalanobis Distance, ARIMA Time Series Model, 
Integer Linear Programming, Simulated Annealing Algorithm 

1 INTRODUCTION 

The prediction of cargo volume in sorting centers is an important research problem in e-
commerce logistics networks. Accurate prediction of cargo volume in sorting centers is the 
basis for subsequent management and decision-making. If managers can predict the cargo 
volume that each sorting center needs to operate in advance for a period of time, they can 
arrange resources in advance. There are generally two objectives for cargo volume prediction 
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in this scenario: first, to predict the daily cargo volume of each sorting center based on 
historical cargo volume, logistics network configuration, and other information; The second is 
to predict the hourly cargo volume of each sorting center based on historical hourly cargo 
volume data. Based on the above analysis, the research object could be divided into following 
four works. 

Work 1: Establish a cargo volume prediction model to predict the daily and hourly cargo 
volume of 57 sorting centers for the next 30 days, and obtain the prediction results. 

Work 2: The average cargo volume of each transportation route between sorting centers 
in the past 90 days is shown in Annex 3. If there are changes in the transportation routes 
between sorting centers in the next 30 days, as shown in Annex 4. According to attachments 
1-4, predict the daily and hourly cargo volume of 57 sorting centers for the next 30 day. 

Work 3: Assuming there are 60 formal workers in each sorting center, priority will be 
given to using formal workers when arranging personnel, and temporary workers will be 
used if additional personnel are needed. Please establish a model based on the prediction 
results of work 2, provide the attendance figures for each shift in each sorting center for the 
next 30 days. On the basis of completing the daily cargo volume processing, it is required to 
arrange as few person days as possible (for example, if 200 employees are on duty every day 
for 30 days, the total person days will be 6000), and the actual hourly efficiency of each day 
should be balanced as much as possible [1]. 

Work 4: Study the scheduling problem of a specific sorting center. Here, let's take SC60 as 
an example. Assuming that there are currently 200 formal workers in the sorting center SC60, 
please establish a model based on the prediction results of work 2 to determine the shift 
attendance plan for each formal worker and temporary worker for the next 30 days. That is, 
provide the shift attendance plan for each formal worker in the six shifts per day for the next 
30 days, and how many temporary workers need to be hired for each shift, and write it in 
Table 6 of the results [2]. The attendance rate of each formal worker (the number of days 
attended divided by the total number of days) cannot exceed 85%, and the number of 
consecutive attendance days cannot exceed 7 days. On the basis of completing the daily cargo 
volume processing, it is required to arrange as few people and days as possible, balance the 
actual hourly efficiency as much as possible, and achieve a balanced attendance rate for 
formal workers. 

2 MODEL ASSUMPTIONS 

Based on the actual situation and comprehensive analysis, in order to avoid interference 
from unnecessary or relatively small factors on the accuracy and rationality of the model, the 
following assumptions are proposed: 

(1) Assuming that historical cargo data is a time series with certain periodicity and 
seasonality; 

(2) Assuming that after deleting or adding new routes, the corresponding amount of 
goods is allocated according to their proportion; 

(3) Assuming that the working hours of all employees are fixed at 8 hours, excluding rest 
time or other factors; 

3 MODEL BUILDING AND ANALYZING 

3.1 Model establishing and solving for work one 

3.1.1 Work analysis 
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Work 1 requires the establishment of a cargo volume prediction model to predict the 
daily and hourly cargo volume of 57 sorting centers for the next 30 days. Firstly, preprocess 
the data in Annex 1 and Annex 2, check for missing and abnormal values, and handle them 
appropriately. Standardize data to eliminate dimensional effects. Because many time series 
data contain seasonal changes, which may mask the true trend of the data, seasonal 
adjustments are made to eliminate seasonal effects in the data and make the trend more 
pronounced [3]. Finally, the SARIMA model was used to predict the daily cargo volume of 57 
sorting centers for the next 30 days, and the ARIMA model was used to predict the hourly 
cargo volume. 
3.1.2 Model establishing 

3.1.2.1 Data preprocessing 

Firstly, a visual analysis is conducted on the routes generated by different nodes and the 
total amount of goods distributed on the nodes. The data is then cleaned, and zero values are 
added to the missing hourly cargo volume. A Mahalanobis distance model is established for 
outliers to eliminate errors caused by outliers. The daily cargo volume visualization of some 
nodes is shown in Fig.1. 

 

Fig.1 Visualization of the daily trend of average cargo volume at some sorting center points  

Definition of Mahalanobis distance: As a distance measurement method, Mahalanobis 
distance can be understood as an optimization and improvement of Euclidean distance, 
which specifically solves the problems caused by differences in scale and correlations in 
various dimensions in Euclidean distance calculation [4]. 

Mahalanobis distance of individual data: 
 

𝐷𝐷𝑀𝑀(𝑋𝑋) = �(𝑥𝑥 − 𝜇𝜇)𝑇𝑇� (𝑥𝑥 − 𝜇𝜇) 
−1  (1) 

Mahalanobis distance between data points x and y: 
 

𝐷𝐷𝑀𝑀(𝑋𝑋) = �(𝑥𝑥 − 𝑦𝑦)𝑇𝑇� (𝑥𝑥 − 𝑦𝑦) 
−1  (2) 

Where, ∑ is the covariance matrix of multidimensional random variables, μ is the sample 
mean. If the covariance matrix presents as an identity matrix, it means that the dimensions 
are independent and identically distributed. In this case, the Mahalanobis distance is 
essentially equivalent to the Euclidean distance. 

3.1.2.2 Seasonal ARIMA model  

In certain time series, there are obvious periodic changes that are caused by seasonal 
changes (including quarterly, monthly, weekly, etc.) or other factors. This type of sequence is 
called a seasonal sequence. The model that describes such sequences is called a seasonal time 
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series model, represented by SARIMA. Definition of Seasonal Time Series Model: The period 
of change of seasonal series is represented by s. For quarterly sequences, s=4; for monthly 
sequences, s=12. Use seasonal differences to eliminate periodic changes. The seasonal 
difference operator is defined as: 

∆𝑠𝑠= 1 − 𝐿𝐿𝑠𝑠                                                               (3)  

If the seasonal time series is represented by y, then the seasonal difference is expressed as: 

∆𝑠𝑠𝑦𝑦𝑡𝑡 = (1 − 𝐿𝐿𝑠𝑠)𝑦𝑦𝑡𝑡 = 𝑦𝑦𝑡𝑡 − 𝑦𝑦𝑡𝑡−𝑠𝑠                                (4) 

For time series containing non-stationary seasonal features, theoretically, they can always 
be transformed into stationary sequences by implementing a finite number of seasonal and 
non seasonal differencing treatments. If the total number of observation points in the original 
sequence is denoted as T, once a seasonal difference (i.e. difference according to seasonal 
period s) and a non seasonal difference (conventional first-order difference) are performed, it 
will result in a reduction of s+1 data points in the sequence. Therefore, the length of the 
transformed sequence will be reduced to T - (s+1). 

3.1.2.3 ARIMA time series model  

The ARIMA model, also known as the auto-regressive integral moving average model or 
differential integrated moving average auto-regressive model, is one of the core tools in time 
series prediction analysis. The basis for constructing this model is that the time series must 
have stationarity. In other words, it is crucial to ensure that the time series is in a stationary 
state before applying the ARIMA model for prediction [5]. For non-stationary time series, 
preprocessing techniques such as differencing can be used to achieve sequence stabilization.  

However, in order to obtain the predicted values of the original non-stationary time 
series, it is necessary to perform an inverse operation, i.e. a restoration step, on the predicted 
results of the stationary series mentioned above. This usually involves reverse processing of 
the exponential or differential operations used in the stabilization process, in order to 
ultimately obtain the true predicted results of the original data. Model of ARIMA(p,d,q) could 
be written as 
 

(𝑦𝑦′)𝑡𝑡 = 𝛼𝛼0 + �𝛼𝛼𝑖𝑖(𝑦𝑦′)𝑡𝑡−𝑖𝑖 + 𝜖𝜖𝑡𝑡 + �𝛽𝛽𝑖𝑖𝜖𝜖𝑡𝑡−𝑖𝑖

𝑞𝑞

𝑖𝑖=0

𝑖𝑖−1

𝑝𝑝

 (5) 

 𝑦𝑦𝑡𝑡′ = 𝛿𝛿𝑑𝑑𝑦𝑦𝑡𝑡 = (1 − 𝐿𝐿)𝑑𝑑𝑦𝑦𝑡𝑡 (6) 
 

(1 −�αiLi
p

𝑖𝑖=0

)(1 − L)dyt = α0 + (1 + �βiLi
q

𝑖𝑖=0

)ϵt (7) 

Where, p represents the lag number (lags) of the time series data used in the time series 
prediction model, also known as the AR/Auto Regression term; d represents the order at 
which the temporal data reaches a stable differentiation, also known as the Integrated term, q 
represents the lag number (lags) of the prediction error used in the prediction model, also 
known as the MA/Moving average term. 
3.1.3 Model solving 

3.1.3.1 Rolling prediction of daily cargo volume based on SARIMA 

In the process of solving this problem, the daily cargo volume of each sorting center is 
predicted separately, and the preprocessed data is substituted to solve the problem using the 
SARIMA cargo volume prediction model. Using Matlab to write a program, analyze the 
changes in cargo volume of the picking center over the past period of time (August 
November) with time as the horizontal axis and cargo volume as the vertical axis, and predict 
the cargo volume for the next month 
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3.1.3.2 Rolling prediction of hourly cargo volume based on ARIMA 

On the basis of daily cargo volume, summarize and visualize the cargo volume data for 
each hour of 57 sorting centers. Sum up the cargo volume for each hour of the 24 hours of the 
day and observe the overall hourly trend as shown in Fig.2. 

 

Fig.2 Trend of total hourly cargo volume 

The basic idea of ARIMA is as follows: first, perform data preprocessing, including 
performing stationarity tests on the original time series, and if necessary, use differential 
operations to make it stationary. Continuing into the model recognition stage, by observing 
the auto correlation function graph (ACF) and partial auto correlation function graph (PACF), 
we can effectively infer and determine the appropriate order for constructing the auto 
regressive model (AR) and moving average model (MA) [6]. Then, in the parameter 
estimation stage, maximum likelihood estimation and other methods are used to estimate the 
model parameters, including the auto regressive coefficient, moving average coefficient, and 
variance of the error term [7]. Afterwards, fit the ARIMA model based on these estimated 
parameters and perform model diagnosis to check whether the residual sequence conforms to 
the white noise characteristics. If necessary, adjust the model. Finally, use the fitted model to 
predict future time series values 

3.2 Model establishing and solving for work two 

3.2.1 Work analysis 

Work 2 requires predicting the daily and hourly cargo volume of 57 sorting centers for 
the next 30 days after changes in transportation routes. Firstly, match the data in Annex 3 and 
Annex 4 to find the total cargo volume corresponding to the changing route. Multiply the rate 
of change with the prediction result in work one as the corrected prediction result. The 
directed graphs of each route are shown in Fig.3. 

 

Fig.3 Directed Graph of Each Route 
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3.2.2 Model establishing 

For each changing route, calculate its corresponding total cargo volume. If the changing 
route corresponds to an average cargo volume of, then the total cargo volume 𝐻𝐻𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑖𝑖 can be 
calculated using the following formula: 

 𝐻𝐻𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑖𝑖 = ∑ 𝐻𝐻𝑖𝑖,𝑗𝑗𝑛𝑛
𝑗𝑗=1      (8) 

Where, 𝑛𝑛 is the number of sorting centers on the route, and 𝐻𝐻𝑖𝑖,𝑗𝑗  is the average cargo 
volume departing from sorting center j on the route. Summarizing the deleted route after re 
matching with the newly added route 8. The deleted route after re matching is shown in Table 
1, and the newly added route after re matching is shown in Table 2. 

Table 1 Routes deleted after matching 
Departure sorting center   Arriving at the sorting center Quantity of goods 

SC1 SC25 254 

SC2 SC19 356 

SC4 SC15 15 

Table 2 Newly added routes after matching 
Departure sorting center Arriving at the sorting center 

SC5 SC4 

SC38 SC6 

3.2.3 Model solving 

Calculate the proportion of cargo volume on the corresponding route when the 
transportation route of the sorting center in Attachment 4 changes, as shown in Fig.4. 
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Fig.4 The proportion of goods on the corresponding routes of different picking centers 

To calculate the rate of change in cargo volume based on the changes in the route and the 
total cargo volume 𝐻𝐻𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑖𝑖 of each route, we first need to allocate the total cargo volume to the 
corresponding route to the sorting center according to different proportions [8]. If the 
allocation ratio is set to, the allocated quantity of goods 𝐻𝐻𝑑𝑑𝑑𝑑,𝑖𝑖 can be calculated using formula 
9. 

 𝐻𝐻𝑑𝑑𝑑𝑑,𝑖𝑖 = 𝐻𝐻𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑖𝑖 × 𝑝𝑝𝑖𝑖𝑗𝑗 (9) 

According to the distribution of the deleted route cargo volume, the change in cargo 
volume of the revised route is shown in Fig.4 

 

Fig.5 Directed graph of cargo volume for the revised route 

To calculate the rate of change, we need to refer to the past cargo volume and the 
allocated cargo volume. Assuming the average cargo volume of each sorting center in the past 
is 𝐻𝐻𝑝𝑝𝑡𝑡𝑠𝑠𝑡𝑡,𝑗𝑗, the rate of change 𝑐𝑐𝑗𝑗 can be calculated using formula 10. 

 𝑐𝑐𝑗𝑗 = 𝐻𝐻𝑑𝑑𝑑𝑑,𝑗𝑗
𝐻𝐻𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑗𝑗

−1 (10) 

Where, 𝐻𝐻𝑑𝑑𝑑𝑑,𝑗𝑗  is the total amount of goods allocated, 𝐻𝐻𝑝𝑝𝑡𝑡𝑠𝑠𝑡𝑡,𝑗𝑗  is the average amount of 
goods in the past sorting center j, and can be used to calculate the sorting center and its 
corresponding rate of change in goods volume [9]. Finally, we need to apply the rate of 
change 𝑟𝑟𝑗𝑗  to the prediction result in problem one to obtain the revised prediction 
result 𝐽𝐽𝑥𝑥𝑖𝑖𝑥𝑥𝑥𝑥ℎ𝑑𝑑𝑛𝑛𝑒𝑒,𝑗𝑗. 

Assuming the original prediction result is 𝐽𝐽𝑦𝑦𝑥𝑥𝑡𝑡𝑛𝑛𝑠𝑠ℎ𝑖𝑖,𝑗𝑗, the revised prediction result can be 
calculated using formula 11. 
 𝐽𝐽𝑥𝑥𝑖𝑖𝑥𝑥𝑥𝑥ℎ𝑑𝑑𝑛𝑛𝑒𝑒,𝑗𝑗 = 𝐽𝐽𝑦𝑦𝑥𝑥𝑡𝑡𝑛𝑛𝑠𝑠ℎ𝑖𝑖,𝑗𝑗 × (1 + 𝑟𝑟𝑗𝑗) (11) 

Where, 𝐽𝐽𝑥𝑥𝑖𝑖𝑥𝑥𝑥𝑥ℎ𝑑𝑑𝑛𝑛𝑒𝑒,𝑗𝑗 is the corrected predicted cargo volume of sorting center j. 

3.3 Model establishing and solving for work three 

3.3.1 Work analysis 

Work three requires scheduling both formal and temporary workers, minimizing the 
number of person days arranged, and balancing the actual hourly efficiency as much as 
possible. Therefore, a planning model is established to solve the scheduling problem of 
personnel. Firstly, it is necessary to define appropriate variables and parameters, establish a 
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mathematical model of the objective function and constraint conditions, and obtain the 
optimal attendance arrangement plan by solving the model [10]. 
3.3.2 Model establishing 

Establish a planning model, set constraints and other variables. Based on the known 
information of the analysis work, we can summarize the known conditions as: 

(1) The number of sorting centers is 57. 
(2) The number of shifts is 6, and the schedule of shifts is: 00:00-08:00, 05:00-13:00, 08:00-

16:00, 12:00-20:00, 14:00-22:00, 16:00-24:00. 
(3) Each person (formal or temporary) can only attend one shift per day. 
(4) The maximum hourly efficiency for formal workers is 25 packages per hour, while the 

maximum hourly efficiency for temporary workers is 20 packages per hour. 
Based on the above known conditions, we need to minimize the total number of person 

days, which means that all sorting centers have the lowest total number of people arranged 
within 30 days [11]. Therefore, the problem is summarized as a typical integer linear 
programming problem and solved through heuristic algorithms. 

Decision variables: Let the number of formal workers and temporary workers attending 
the kth shift on the jth day of the ith sorting center be, i=1,2,...,57、j=1,2,...,30、k=1,2,...,6, The 
decision variable is an integer and cannot be a decimal. The cargo volume for the ith sorting 
center on day j. 

Target number of people: Arrange as few people and days as possible 
 

min(P) = ���𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

6

k=1

+ ���𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖

6

k=1

30

j=1

57

i=1

30

j=1

57

i=1

 (12) 

Constraints: 
1) Daily cargo volume processing completed 

 
25�𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

6

k=1

+ 20�𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖

6

k=1

≥ 𝑎𝑎𝑖𝑖𝑗𝑗 (13) 

2) Each formal worker can only attend one shift per day 
 

�𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

6

𝑖𝑖=1

≤ 60 (14) 

3) The total daily attendance cannot exceed the total number of people in the sorting 
center (60 formal workers): 
 

��𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖 + 𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖�
6

𝑖𝑖=1

≤ 60 (15) 

4) Prioritize the use of formal workers 
 

�𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

6

𝑖𝑖=1

≥�𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖

6

k=1

 (16) 

5) Try to balance the actual hourly human efficiency as much as possible every day 
 

25�𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

3

k=1

+ 20�𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖

3

k=1

≥
1
2
𝑎𝑎𝑖𝑖𝑗𝑗 (17) 
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25�𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

6

k=4

+ 20�𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖

6

k=4

≥
1
2
𝑎𝑎𝑖𝑖𝑗𝑗 

6) Decision variables are integers and cannot be decimals 
The decision variables represent the cargo volume of the ith sorting center in the kth shift 

on the jth day. These variables are integers, not decimals [12]. In MATLAB, the boundaries 
and types of variables can be set to ensure that they are integers. In summary, the integer 
programming model for minimizing the number of days of personnel arrangement is: 
 

minP = ���𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

6

k=1

+ ���𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖

6

k=1

30

j=1

57

i=1

30

j=1

57

i=1

 (18) 

 

s. t.

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎧ 25�𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

6

k=1

+ 20�𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖

6

k=1

≥ 𝑎𝑎𝑖𝑖𝑗𝑗

�𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

6

𝑖𝑖=1

≤ 60

��𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖 + 𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖�
6

𝑖𝑖=1

≤ 60

�𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

6

𝑖𝑖=1

≥�𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖

6

k=1

25�𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

3

k=1

+ 20�𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖

3

k=1

≥
1
2
𝑎𝑎𝑖𝑖𝑗𝑗

25�𝛸𝛸𝑖𝑖𝑗𝑗𝑖𝑖

6

k=4

+ 20�𝑌𝑌𝑖𝑖𝑗𝑗𝑖𝑖

6

k=4

≥
1
2
𝑎𝑎𝑖𝑖𝑗𝑗

 (19) 

3.3.3 Model solving 

Firstly, we defined the coefficient vector F of the objective function, the inequality 
constraint matrix A, the right-hand vector b, and the lower bound variable b. Defining the 
coefficient vector F of the objective function is crucial for determining the objective we want 
to minimize or maximize. This vector reflects the contribution of each decision variable to the 
objective function and is the core indicator of our optimization process. The inequality 
constraint matrix A and the right-hand vector limit the range of decision variables, ensuring 
that our solution satisfies the constraints in practical situations [13]. By using the intlinprog 
function in MATLAB, we can solve the overall planning problem. This function is based on an 
internal integer linear programming algorithm, which can find the optimal integer solution in 
a reasonable time, thereby improving our decision-making efficiency and quality. By 
organizing the data, we can better understand and analyze the optimal solution for each date, 
thereby providing reliable reference for future decision-making and planning. 

3.4 Model establishing and solving for work four 

3.4.1 Work analysis 

To study the scheduling problem of a specific sorting center, taking SC1 as an example, it 
is necessary to optimize the production line configuration of a factory to maximize 
production efficiency, while considering cost, resource allocation, and employee satisfaction. 
We will build a multi-objective optimization model, use simulated annealing methods, and 
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display the optimal solutions and their impacts in different aspects through various 
visualizations. 
3.4.2 Model establishing 

Build an optimization model and solve it using simulated annealing algorithm. The 
concept of simulated annealing algorithm originated from the physics theory proposed by 
Metropolis et al., which cleverly drew on the phenomenon of structural changes during the 
heating and cooling process of solid materials and applied it to solve complex combinatorial 
optimization problems. The core mechanism of this method can be divided into three main 
stages: 

(1) Heating process. Similar to heating a solid to a high temperature state, this stage in 
the algorithm means endowing the system with greater "randomness" or "exploratory" in the 
initial stage. Raising the "temperature" of the system essentially increases the possibility of 
random movement of the solution in the search space, allowing the solution to move away 
from the existing stable state (i.e. local optimum) and even overcome the potential barrier that 
originally hindered reaching the global optimum. 

(2) Isothermal process. In the simulated annealing algorithm, this stage corresponds to 
the process of maintaining thermal equilibrium with the environment. In mathematical 
models, this means conducting a series of random sampling attempts at a fixed temperature. 
According to the Metropolis criterion, even if the newly generated solution is temporarily 
inferior to the current solution in the objective function sense, there is still a certain 
probability of acceptance. This way, the algorithm can not be completely limited to the local 
optimal solution in the search space, but has the opportunity to cross the local minimum 
region. 

(3) Cooling process. As the simulated annealing process progresses, the system begins to 
gradually "cool down" by gradually reducing the control parameters (simulated temperature). 
This process gradually narrows the exploration scope of the algorithm, making it more 
inclined to retain high-quality solutions until they finally stabilize in a lower energy state 
(manifested as a state with a smaller objective function value in optimization problems), thus 
potentially finding the global optimal solution or a solution close to the local optimal solution. 
3.4.3 Model solving 

Adopting simulated annealing process. Based on the similarity between the annealing 
process of solid materials and general combinatorial optimization problems. Simulated 
annealing algorithm is based on probability algorithm, which involves heating a solid to a 
sufficiently high temperature and gradually cooling it down. Construct the optimal solution 
for finding the objective function in the solution space, and obtain the global optimal solution 
through the local optimal final iteration process. Mainly consider the following three 
processes: 

(1) Iteration process: 
Through computer simulation, continuously determine acceptable solutions and 

ultimately determine the optimal solution. Each iteration goes through the following three 
steps: 

1) Determine new solution: After multiple iterations, the original data is randomly 
shuffled and changed differently in each iteration process. 

2) Cost function difference. Let this iteration be the result of the (=1,2,3,...) th iteration, 
denoted as, and let the solution generated by the -1st iteration be. In step 1), it has been 
calculated through random simulation, and the cost function difference can be determined as 
 ∆𝑓𝑓 = 𝑓𝑓𝑡𝑡 − 𝑓𝑓𝑡𝑡−1 (20) 

3) Acceptance criteria. Determine the acceptance level of the new path, use computer 
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simulation to generate uniformly distributed random numbers on [0,1], and determine the 
acceptance probability of the iterative process. 
 

𝑃𝑃 = � 1
𝑒𝑒𝑥𝑥𝑝𝑝(−∆𝑓𝑓 ∕ 𝑇𝑇) 

∆𝑓𝑓 < 0
∆𝑓𝑓 ≥ 0

 (21) 

When ∆𝑓𝑓<0, the objective function difference in this iteration is negative and the distance 
is shortened, a new path is accepted; Otherwise, the iteration results cannot be fully accepted, 
and it is considered acceptable to accept the new path with probability 𝑒𝑒𝑥𝑥𝑝𝑝(−∆𝑓𝑓 ∕ 𝑇𝑇). In 
computer simulation of random numbers, if the random  number ℎ ≤ 𝑒𝑒𝑥𝑥𝑝𝑝(−∆𝑓𝑓 ∕ 𝑇𝑇), it is 
considered acceptable. 

4 CONCLUSION 

The Mahalanobis algorithm is not affected by dimensionality and performs multivariate 
outlier search. The Mahalanobis distance between two points is independent of the 
measurement unit of the original data, and the Mahalanobis distance can also eliminate the 
interference of correlation between variables. 

The ARIMA model performs well in revealing and predicting trends, seasonality, and 
random fluctuations contained in time series data, especially for stationary time series, where 
the model often provides accurate prediction results. And the model application is relatively 
simple, only requiring endogenous variables without the need for other exogenous variables. 
When applying the ARIMA model to predict time series data, the basic prerequisite is that the 
processed data series must exhibit stationarity characteristics. If the data itself is in a non-
stationary state, the ARIMA model will find it difficult to effectively capture the underlying 
patterns. 

The advantage of simulated annealing algorithm lies in its relative insensitivity to initial 
setting conditions, demonstrating strong robustness and adaptability. Has strong robustness. 
The quality of the optimal solution found using simulated annealing algorithm largely 
depends on the number of iterations set. When the number of iterations is increased, the 
search process becomes more in-depth and comprehensive. Although the required time is 
correspondingly extended, the optimal solution obtained from this is usually more accurate 
and reliable. On the contrary, if a smaller number of iterations is chosen, although it can 
shorten the calculation time, it also increases the risk of missing the global optimal solution, 
which may lead to less than ideal results. 
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